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The rise of GPU computing in combination with other advances has
made training networks with many more layers feasible, leading to the
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